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Abstract -- With the development of Internet computing 
and software agent technologies, agent-based electronic 
commerce (e-commerce) is emerging. Software agents 
have demonstrated tremendous potential in conducting 
various tasks in e-commerce. However, when agents are 
initially created, they have little knowledge and 
experience with relatively lower capability. They should 
also strive to adapt themselves to the changing 
environment. It is advantageous if they have the ability 
to learn and evolve. This paper addresses evolution of 
software agents in e-commerce. Agent fitness and life 
cycle are proposed as evolution mechanisms, and   
modularized agent structure is introduced to facilitate 
the evolution process. Genetic Programming (GP) 
operators are employed to restructure agents in the 
proposed multi-agent evolution cycle. 
 

1  Introduction 
Doing business on the Internet is becoming more and more 
popular. The use of the Internet to facilitate commerce 
among companies and customers brings forth many benefits, 
such as automated transactions, greater access to buyers and 
sellers, and dramatically reduced costs.  

In the recent decade, agent-based e-commerce has 
emerged and become a focus of the next generation of e-
commerce. The motivation of introducing software agents 
into e-commerce is to overcome the arising barricades which 
include overload of information, difficulty in searching, lack 
of negotiation infrastructure, etc. In this new approach, 
software agents act on behalf of customers to carry out 
delegated tasks automatically. They have demonstrated 
tremendous potential in conducting various e-commerce 
activities, such as comparison-shopping, negotiation, 
payment, mediation, distribution, auction, sales promotion, 
etc. [1, 2, 3]. 

Some research projects have concentrated on employing 
software agents in specific e-commerce applications. 
Typical examples are AuctionBot [4], Kasbah [5], etc. 

Issues such as integrity and security also attract many efforts 
of research work [7, 8, 9].  

As numerous agents are roaming throughout the Internet, 
they compete for the limited resource to achieve their own 
goals. For instance, when a limited number of products are 
available, agents will have to compete against each other to 
get them. In the end, some of them will succeed, while the 
others will fail. The successful agents may become more 
powerful, and the unsuccessful agents may lose some fitness. 
This is similar to the evolution in natural ecosystems. 
Furthermore, the Web environment also changes rapidly and 
continuously, and there may exist some malicious agents and 
hosts. Therefore, agents should strive to protect and adapt 
themselves in order to complete their tasks successfully. 

However, when agents are initially created, they have 
little knowledge and experience with relatively lower 
capability. Although owners may give some basic 
knowledge or functionality to these agents, it is 
advantageous if they have the ability to learn and evolve. 
For example, when agents participate in an auction, they all 
aim to win the auction with desirable prices. However, 
young agents are not familiar with the auction regulations, 
and their bidding strategies are inferior to those of senior 
agents. Therefore, they may fail to win the auction. But they 
can learn something from this experience, and may become 
stronger after some period of time. 

Many issues are essential in agent evolution. Firstly, 
evolution of an agent is closely related with agent structure. 
Thus, a suitable agent structure is one of basic concerns in 
agent evolution. Secondly, agents should have their own 
mechanisms to advance evolution. How to design strong and 
adaptive evolution mechanisms is another pursuit. Thirdly, 
in multi-agent system, evolution of individual agent is also 
related with many social concerns, such as coordination, 
relationship, topology, communication, etc. Finally, agent 
owners should closely interact with the evolution procedures 
of their agents. For instance, they should be informed of the 
information of the fitness of agents and can interfere with 
evolution by some tools. 
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In this paper, we address multi-agent evolution for agents 
in e-commerce. Agent fitness and life cycle are proposed as 
evolution mechanisms to control the evolution process. 
Agent group and modularized structure are introduced to 
facilitate the evolution process. Genetic Programming (GP) 
operators, such as reproduction, crossover, and mutation, are 
main tools to restructure software agents. 

 

2  Background and related work 
Research in the fields of DAI (Distributed Artificial 
Intelligence) and MAS (Multi-Agent System) has invested 
considerable efforts in evolving cooperation strategies in 
domains where multiple, autonomous agents share goals and 
resources, and need to use mutually acceptable work-sharing 
strategies to accomplish common goal. Thomas Haynes et 
al. [10, 11] proposed a cooperation strategy approach for 
multi-agent problem solving situation. They aimed to evolve 
programs to control an autonomous agent capable of 
learning how to survive in a hostile environment. Namatame 
[15] provided a model for investigating collective behaviors 
that emerge from local interaction among self-interested 
agents. Dworman et al. [13] simulated artificial agents in 
two coalition games, and they claimed that simple artificial 
agents could formulate effective strategies for negotiating 
agreements that approximate those prescribed by the theory 
of cooperative games.  

However, little research effort is dedicated to agent 
evolution in e-commerce activities. Most of the existing 
work mainly focuses on evolving strategies for agents, 
extending the MAS approaches. Gimenez-Funes [12] used 
possibility-based and case-based decision models to design 
the bidding strategies for agents in electronic auctions. 
Ritcher and Sheble [14] developed bidding strategies which 
were used for electric utilities in the scenario of double 
auctions.  

In our previous work, we have proposed a SAFER 
(Secure Agent Fabrication, Evolution & Roaming) 
architecture, which aims to construct a standard, dynamic 
and evolutionary agent system for e-commerce [6]. SAFER 
provides a framework for agents in e-commerce and 
establishes a rich set of mechanisms to manage and secure 
them. As suggested in its name, we aim to integrate agent 
fabrication, evolution, and roaming in the architecture. We 
have elaborated agent fabrication and roaming in [19] and 
[18] respectively. This paper addresses the evolution part of 
the SAFER architecture.  

In the following sections of the paper, we first propose 
agent fitness and life cycle as basic evolution mechanisms in 
section 3. After the paper elaborates agent group and 
modularized structure in section 4, it covers multi-agent 
evolution in section 5. Section 6 discusses the integration of 
agent evolution in SAFER architecture, and section 7 
concludes the paper. 

 

3  Agent fitness & life cycle 
Agent fitness is an essential metric for agent evolution. It 
shows the performance of an agent and its ability to survive 
and adapt to the environment. It is also an indicator of the 
trend of evolution. Generally, the higher the fitness of an 
agent is, the stronger it is. If an agent’s fitness is found too 
low, or decrease rapidly, we may suspect that the agent 
might have been attacked or something may have gone 
wrong in the agent body. We consider that agent fitness can 
consist of two parts:  
• Integrity fitness if . It is used to measure the integrity of 

an agent, as the agent may be compromised during the 
process of evolution, roaming, or communicating. It 
may be caused by intentional damages from malicious 
agents or accidental errors during routine procedures. 

• Achievement fitness af . The achievement fitness is 
evaluated by the history of an agent, which includes the 
number of tasks carried out and the quality of tasks 
completed. Every time an agent completes a task and 
reports to its owner, the owner will assess the outcome 
and give a corresponding mark. Through analyzing the 
trend of agent performance by analyzing its mark 
history, the achievement fitness can be evaluated. 

 
Thus, the overall agent fitness F can be obtained as 

ai ffF ⋅+⋅= βα , and βα , are the fitness weights specified 
by owners. 
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Fig. 1  Agent Life Cycle 
 

In its lifespan from creation to termination, an agent 
experiences several states. We construct an agent life cycle 
to demonstrate the transition between these states, as shown 
in Figure 1. These states are explained as follows.  

 
Creation: A new agent is created for some specific 

purpose. As in the SAFER architecture, agent factory 
is responsible for fabricating new agents according to 
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customizations from owners and fabrication formalities 
[19].  

Growing: An agent gradually grows up, as it learns from 
experience, becomes more adapted to the environment, 
and fulfills assigned tasks successfully. Normally agent 
fitness will also increase along with growth. 

Illness: When an agent is damaged or tampered with by 
malicious agents or hosts, it will fall back into the 
illness state. After recovery, it can be treated as a 
growing agent again. 

Dormancy: An agent becomes inert in this state, as it 
may finish its task and be waiting for new instructions. 
Under this state, all the evolution and communication 
activities are also suspended, until it receives some 
reactivating commands. 

Restructuring: An agent can undergo restructuring which 
is one of the important steps of evolution. We will 
discuss it in detail in section 5.  

Death: As an agent reaches its expiry time prescribed by 
its owner, or it cannot be recovered from illness, it will 
be brought to death. Besides these, it is owner’s 
privilege to bring agents residing in any states to death.  

 
As an agent is being decomposed, we may want to 

preserve something useful for reuse. The Filter and Recycle 
Pool in the life cycle shown in Figure 1 are for this purpose. 
An agent owner can customize the filtering criteria. For 
instance, the basic criteria may include the rules like that a 
recycled agent should have never been attacked or tampered 
with, or/and the fitness of the recycled agent is above a 
certain level. The recycling process has several steps. First, 
the recycled agent is decomposed into several modules. 
Then, these modules are evaluated and the potentially useful 
ones are saved in the recycle pool for future reuse. 
 

4  Agent group & modularized structure 

4.1  Agent group for evolution 
 
As shown in Figure 2, we organize agents into groups for 
evolution. Agents in an agent group can come from same or 
different owners, and each owner can organize many agent 
groups. The criteria for group formation are varied. For 
instance, agents in one group can be homogeneous or 
heterogeneous, which is determined by their purposes or 
functions. According to the variability of membership of 
group, there are two types of groups, i.e. closed group and 
open group. For a closed group like Group A in Figure 2, 
the group members are fixed. While in open groups such as 
Group B or C in Figure 2, new agents can join or leave the 
group as the membership can be changing all the time. 

Group BGroup A

Group C

Joining

Leaving

Agent

 
 

Fig. 2  Agent Groups for Evolution 
 

Fitness of an agent group is also a useful value, which 
can act as a hint for better organization of the agent group. 
Representation of the fitness of an agent group can be 
largely different according to the owner’s objectives. For 
instance, an owner may choose the average fitness of all the 
agents in the group as the fitness of group, while others may 
choose the minimum or maximum fitness. For the two 
different types of group discussed above, the fitness of a 
group may have different properties. For a closed group, the 
average fitness is supposed to rise steadily, while the 
average fitness of an open group is fluctuating. A newborn 
agent may bring down the average fitness, while a senior 
agent can boost average fitness. The dynamically joining 
and leaving agents also affect the average group fitness.  

 

4.2  Modularized agent structure 
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Fig. 3  Modularized Agent Structure 
 
Modularization is a basic thread which runs through the 
whole process of agent fabrication in the SAFER 
architecture. Various modules for different types of agents 
are stored in agent factories. When a new agent is created, 
necessary modules are combined according to the 
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custimization from its owner and guidelines for fabrication 
[19].  

A general agent strucutre is shown in Figure 3. An agent 
is composed of four kinds of modules, i.e., identity, data, 
knowledge, and functionality. The identity module contains 
basic elements of the identity of an agent, such as agent ID, 
certificate, timestamp, agent-digest, etc. The data modules 
are to store information collected from hosts, parameters 
used in functionality modules, as well as logs of the agent 
activities. The knowledge modules store the agent 
knowledge which is to support analysis and decision-
making. The most important part of an agent is the 
functionality modules. They comprise specific and standard 
modules. The specific modules, such as negotiation 
modules, are one of the variable and important components 
of an agent. For the standard modules, SAFER provides two 
choices, direct module implementation or virtual module 
with Global ID (GID) [19].  

The modularized agent structure can facilitate agent 
evolution, as we aim to enhance agent capability by acquring 
or exchanging modules with GP operators.  

 

5  Multi-agent evolution 
The evolution process in agent groups can be incessant and 
cycling. Figure 4 shows the multi-agent evolution cycle. 
Typically it operates in one agent group and is supervised by 
an agent owner. There are three main stages, namely, 
restructuring, selection, and growing. In the stages of 
selection and growing, the agent owner uses agent fitness 
and agent life cycle as evolution tools, which have been 
discussed in section 3. This evolution cycle is similar to the 
GP algorithm cycle, while the stopping criteria of multi-
agent evolution are determined by the agent owner. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4  Multi-agent Evolution Cycle 
 

GP is a technique which enables computers to solve 
problems without being explicitly programmed. GP first 
creates the initial generation of software randomly, then 
employs main operators: crossover and mutation to generate 
new individuals. After evaluating the fitness of population, 
GP uses certain selection criteria to form the new 
population. This cycle will last until the optimal result is 
found or time-out occurs [16,17].  

We use GP operators to restructure agents. The main 
operators are crossover, mutation, and reproduction. 
Crossover for agents has two types, i.e. inter-agent crossover 
and intra-agent crossover. With the inter-agent crossover, as 
shown in Figure 5, an agent exchanges a module with 
another agent. It should be ensured that exchanged sub-tree 
is compatible with the original structure. Otherwise, the 
resulting agent may be in a mess and cannot work. Figure 6 
illustrates the intra-agent crossover, which exchanges some 
parameters between modules in the same agent. For 
example, a bidding agent may have many decision-algorithm 
modules which are used to decide the next bid depending on 
the last increment of price and the approaching of deadline. 
Intra-agent crossover can alter some parameters in the 
decision algorithms to form new algorithms. Mutation is not 
so popular, but it can still be useful in some circumstances. 
We can specify the allowed ranges for some parameters, and 
let them mutate in a reasonable way, as shown in Figure 7. 
Reproduction is a very straightforward operator which 
produces a copy of agent components or the whole body 
directly. (In Fig. 5, 6, 7, “M” denotes a module, and “D” 
denotes a piece of data.) 
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Fig. 5  Inter-agent Crossover between Two Agents 
 
 

There are some tags in agents to facilitate the operator of 
crossover and mutation. Some of them indicate the allowed 
crossover point and the attributes of the sub-tree under this 
point, and others show the type of nodes and their 
corresponding ranges. 

Restructuring 
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Fig. 6  Intra-agent Crossover in an Agent  
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Fig. 7  Mutation in an Agent 

 
Other types of restructuring in multi-agent evolution 

include replication, combination, and split, which are 
illustrated in Figure 8. These types of restructuring involve 
the combination of the basic GP operators. For example, 
when an agent is split into two agents, reproduction and 
mutation are employed in the process.  
 
 

Agent i

Crossover
& Mutation

Combination

Agent j

Agent k Agent j

Reproduction
& Mutation

Split

Agent k

Agent iAgent i

Reproduction

Replication

Agent j

 
 

Fig. 8  Other Types of Agent Restructuring 
 

6  Integration in the SAFER architecture 
Agent evolution is an essential part of the SAFER 
architecture. We have implemented a typical agent 
community that includes one agent factory, one community 
administration center, and several agent owners. With these 
facilities, agents can be successfully fabricated according to 
the formalities prescribed and customizations from owners, 
although these agents are simple with little intelligence [19]. 
After modularized agents are fabricated by the agent factory, 
they will be dispatched to their owners. Some of them are 
organized as groups to evolve. 

We have begun to implement agent evolution in the 
SAFER architecture. As the first step, we have implemented 
the “exchange module” function in the agent owner. With 
this function, agent owner can choose and exchange 
modules between two agents, which we regard as the typical 
operation of the crossover operator. Figure 9 shows that an 
agent owner is choosing the first agent and its module which 
aims to exchange with another agent. We also have 
implemented a mutation feature in the “check agent” 
interface, which enables the owner to change some 
parameters of modules within the allowed ranges. 

Java is chosen as the implementation language, because 
it has a list of important features including robustness, 
security, and portability. Moreover, Java provides a three-
layered security model and many mechanisms to enhance 
security protection. The interoperability feature of Java 
between various platforms is also a motivation for us to 
choose it as a prototyping language. 

 
 

 
 

Fig. 9  A Screenshot of Exchanging Modules between Agents 
 

7  Conclusions 
In this paper, we present a new approach for evolving 
software agents in e-commerce. Agent fitness and life cycle 
are proposed to facilitate and control the process of agent 
evolution. With agent group and modularized agent 
structure, we construct multi-agent evolution cycle, which 
includes stages of restructuring, selection, and growing. We 
use GP operators to restructure software agents. Inter-agent 
and intra-agent crossovers as well as other types of 
restructuring operators are addressed. Finally, we discuss the 
integration of agent evolution into the SAFER architecture, 
and the primary phase of implementation is introduced. 

We are improving our approach and implementation in 
two aspects. Firstly, a virtual marketplace is being 
constructed as an arena for agents, where they can 
accomplish their tasks through interaction. This marketplace 
can help us to test an agent’s capability and adaptability in 
certain e-commerce activities, such as bidding and 
comparison-shopping. Secondly, we aim to observe the 
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fitness pattern of agent groups in the evolution course to find 
what kind of group model can boost agent fitness more 
effectively. 
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